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To conclude, it maybe stated that low phase distortion GaAs

MESFET limiters can be designed provided that the FET used

in the limiter features a gate built-in voltage as large as possible

(a correct value is in excess of 0.75 V, which is classical for

.n25i-L GaAs FET) and that a self-bias gate seri& resistor is used at an

appropriate value. These two conditions can be easily satisfied,

especially in MMIC implementations.
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Fig. 7. Implementation of a self-bias gate resistor Rg in the bias

network for phase distortion minimization.
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An Approach to Microwave Imaging Using a

Mttltiview Moment Method Solution for a

Two-Dimensional Infinite Cylinder

S. Caorsi, G. L. Gragnani, and M. Pastorino

Abstract —Arr approach based on a multiview solution to the inverse-
scattering problem of a two-dimensional infinite cylinder is developed in

Input power (dBm)

(b)

Fig. 8. (a) Simulated phase shift variations @ versus input power with
the value of the self-bias resistor Rg as parameter. A value of Rg in the

20 Q range provides the lowest phase distortion for the considered
device. (b) Measured phase shift variations @ versus input power for
different values of the self-bias gate resistor R~. As predicted by
simulations, a value for Rg near 20 Q provides the lowest phase
distortion.

a space–frequency domain. Microwave imaging is simulated by a com-
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puter algorithm using the moment method. To overcome ill-conditioning

and solve nousquare systems, a pseudoinverse transformation is em-
ployed. The equivalent curreut density and the complex conductivity are
considered as object fuuctious for image formatiou. The results of some
nnmerical simulations in a noisy environment are reported, and a

discussion of monoview and mnltiview imaging techniques for a

space-frequency domain is presented.

I. INTRODUCTION

In the past few years, there has been a growing interest in

microwave imaging [1]–[3]. However, concerned about the com-

plexity of the mathematical models involved in microwave imag-

ing processes, researchers are currently working on the develop-

ment of simple, yet efficient and reliable, imaging systems. In

the past, several algorithms based on the well-known Fourier

diffraction projection theorem were developed. Since such algo-

rithms are generally based on Born’s or Rytov’s approximations,

they have been successfully utilized in the case of weakly scatter-

ing objects. However, they usually fail when applied to strong

scatterers [4].

In recent years, other techniques have been developed to

image strong scatterers in a simple way. Algorithms based on

the inversion of the integral electromagnetic scattering equation

for a space-frequency domain, using the moment method [5],

have been presented [6]–[11]. However, while multiview algo-

rithms are commonly used in diffraction tomography, most

space-domain algorithms have so far been applied to monoview

measurements, even though the theories developed in some of

these works [8], [10]–[12] do not exclude the possibility of

suitably utilizing multiview systems.

In the present work, a multivision algorithm using the mo-

ment method is developed in a two-dimensional case. The

approach is based on the use of an illuminating electromagnetic

source that rotates jointly with the observation domain where

the scattered electromagnetic field is measured. The numerical

solution to the moment method formulation is reached by

means of a pseudoinversion [7], [13]. Because of the joint rota-

tion of the illuminating source with the observation domain, the

pseudoinverse matrix can be evaluated off line once and for all;

therefore, the reconstruction process is developed, view by view,

through a fast matrix-by-vector product. The results of some

numerical simulations are presented, discussed, ahd compared

with those obtained in monoview cases and for noisy data.

II. MATHEMATICAL FORMULATION

We start by using the formulation for 2-D direct TM scatter-

ing [14]. We assume an investigation domain, Id, that is the cross

section of an infinitely long cylinder with a complex conductiv-

ity:

T(.x, y)=u(x, y)+joe[er(x, y)-l] (1)

which represents the final problem unknown in the inverse

procedure. The investigation domain is illuminated by a known

incident electric field, E~,, polarized along the cylinder axis and

propagating in the yc, direction (perpendicular to the cylinder

axis). The resulting scattered electric field, .E~,, and the total

elec~ric field, E& are also polarized along the cylinder axis. The

electric field integral equation suitable for this problem is given

as follows (it is worth pointing out that for TE scattering a

Measurement Domain

Fig. 1. Problem geometry.

magnetic field integral equation [15] should be used):

=jo+(xf, y’)E:~x’, y’). G(xtil, y~l/x’, y’) dX’dy’ (2)

where G(xa,, ya, /x’, y‘) is the 2-D Green function for free

space [14]. Relation (2) holds at every point in space, in particu-

lar, inside a domain Da, (outside the investigation domain)

where the scattered electric field can be measured.

Let us now rotate the illumination source by N angular

positions am jointly with the measurement and the investigation

domains. (Fig. 1 shows the proposed imaging arrangement,) A

set of N integral equations is obtained:

-%(xan> Yan)

= jwp ( t-(x’, y’)E~n(x’, y’)G(xan, yafl/x’, y’) dx’dy’,

Solving this

mation. We

“ ld

~= l...
~N (3)

set of equations allows one to use multiview infor-

use the equivalent current densities

~a~x’, y’)= 7(x’, y’)E:~x’, y’), n=l,. ... N (4)

as intermediate unknowns, so that the following set of integral

equations is to be solved:

E~n(x.n, Y.n) = j~~ ~jJX’,Y’)G(X.n> Yan/X’, Y’) ~’dY’,

~= l,..,
, N. (5)

To solve equations (5), the moment method is adopted; for each

angular position an (n = 1,. ... N), we take

Ja~x, y)= ~.T;~~(x,y), ,..., N~=1 (6)
m

where the J~’s are the M coefficients to be determined, and the
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basis functions f 1“” . fM are the same for each angular posi-

tion.

By performing the inner products witfi P testing functions,

wl(x, y) . . wp(x, y), we obtain the following relationships:

(Wp(Xan, Yan),Egn(Xa ,Yan))n

= j~~ XJ;(@(Xaz) Yan),fm(x’, Y’)
m

“G(Xan, YCy\X’, Y’) ~’~Y’),

~= l... ,N; p=l, ”””, P. (7)

As the Green function G and the basis functions f mdo not vary

with the angular position, relations (7) can be expressed in

matrix form:

[ES]= [G][.T] (8)

where [G] is the P x M Green matrix, which does not vary with

the angular position; [ES] = [E~,lE~, 1.. “ lJ5~Nlis the p x N
matrix whose columns are the N irrays related to the N

measures of the scattered electric field; and [J]= [Ja,lJa2]~. “
lJa~lis the M X N matrix whose columns are the N arrays of

coefficients of the equivalent current densities at each a.. To

overcome ill-conditioning, the solution to (8) can be achieved via

a pseudoinverse transformation [7], [13], thus obtaining

[J]=[G]+[E$] (9)

where [G] + stands for the pseudoinverse matrix of [G].

For the imaging of weak scatterers, we can use the amplitudes

of the equivalent current densities obtained for the various

angles of illumination [16]. Since the scattering is weak, if we use

an illuminating source with the same amplitude for each an, the

amplitudes that are obtained for the equivalent current densities

are similar and are directly related to the scatterers’ dielectric

properties. We can form the image by using the mean value of

the amplitudes of the equivalent current densities. Then, for

each pixel Pi, in the final image, we have

[1Level[P,, ] =1/N~Cj/ zJ~fn(x>Y) l] (lo)

n m

where the operator C~j gives, for the angular position a., the

correspondence between the coordinate system x, y and the

pixel location i, j [12].

To accomplish the dielectric reconstruction, we recall that, for

each a., the total electric field inside the investigation domain

is

E: Jx, y)

=E:~(x,y)+jop~.T;~ fm(x’, y’)G(x, y/x’, y’)dx’dy’.
m Id

(11)

Making use of expression (6), the complex conductivity can be

obtained as the mean value of the conductivities related to all

single views; that is,

Measurement Domain
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Fig. 2. Geometrical arrangement and cell numbering used for most of
the simulations.

It should be stressed that some points may exist for which the

total field vanishes, so that the division in (12) becomes indefi-

nite. In practical applications, however, this appears to be a

minor problem.

III. NUMERICAL RESULTS AND DISCUSSION

Some numerical simulations were performed, with circular

cylinders illuminated by an incident plane wave at a frequency

of 10 GHz. The scattered electric field was obtained analytically

using a well-known series expansion [18]. In the simulations, we

used constant subsectional basis functions and Dirac’s deltas as

testing functions, so that the investigation domain was subdi-

vided into a regular square grid made up of square cells.

In a first set of simulations, we considered a scatterer with

c, = 3 – jO, an investigation domain of AO to a side (subdivided

into 16 cells), and 16 measurement points around the investiga-

tion domain, as shown in Fig. 2.

One purpose of the simulations was to evaluate the depen-

dence of results on the scatterer’s position. Fig. 3 shows four

examples, referring to as many monoview imaging processes.

The filled circles represent the scattering cylinder (entirely con-

tained in one cell), and the crosses outside each domain mark

the locations of the measurement points. In the figure, we give

the values of the real parts of the reconstructed dielectric

permittivities and the values of the minimum contrasts given by

the equivalent current densities and by the real parts of the

dielectric permittivities, respectively, defined as

and

Re {6,}MU ms~de the scatt.w

CONTRCr =
Re {~,} MAX .Utside the scatter..

(13)

(14)

~.T:fqx, y)

7(x, y)=l/N~
m

(12)

“ E~~x,y)+ jtip~.T~~df~(x’, y’)G(x, y/x’, y’)dx’dy’ “
m
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Fig. 3. Results of a monoview reconstruction: values of the real parts
of the dielectric permittivity and of the mrantities CONTR, and
CONTRC, for four-different positions of the scatterer. The filled-circle
in each investigation domain represents the cylindrical scatterer, and the
crosses outside each domain mark the locations of the measurement

points. The original value of the dielectric permittivity was e, = 3 – .jO.

The dielectric reconstruction may be more or less accurate,

depending on the scatterer’s position, since the monoview inver-

sion algorithm is highly sensitive to the array of measures.

Accordingly, different positions of the scatterer, giving different

measurement values, may result in different degrees of solution

accuracy. In any case, the image provided by the equivalent

current densities allows an accurate localization of the cylinder.

However, whereas in the case of weak scattering the highest

contrast is associated with the equivalent current density, in the

case of strong scattering the reconstruction of the dielectric

permittivity yields higher contrast values.

To verify this assertion, we used the same arrangement,

considering a cylinder with e, = 5 – jO. As can be seen in Fig. 4

(except for one position), the minimum contrast given by the

equivalent current density is relatively low. Instead, when a

complete dielectric reconstruction was performed, a consider-

able increase in the contrast value was obtained, together with

an accurate dielectric reconstruction of the scatterer.

To evaluate the effect of the scatterer’s position on a multi-

view process, the same simulations performed considering a

cylinder with e. = 3 – jO were repeated for a reconstruction

based on four views, spaced by 90” angles.
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t
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Re pr}= 4.98

CONTRJ = 1.32
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CONTRJ = 1.82

CONTRcr = 3.30

+“+-.+ ....+....+..+.,.

!’””m“’””! Re ~,}= 3.98

+

+ I‘@-
+

CONTRJ = 1.59
i

+ + CONTREr = 2.87

Fig. 4. Results of a monoview reconstruction: values of the real parts
of the dielectric permittivity and of the quantities CONTRJ and

CONTRC, for four different positions of the scatterer. The filled circle
in each investigation domain represents the cylindrical scatterer, and the
crosses outside each domain mark the locations of the measurement
points. The original value of the dielectric permittivity was e,= 5-- jO.

The results of such simulations are presented in Fig. ‘5.

Despite a slight loss in contrast, the reconstruction appears

much more uniform and less dependent on the scatterer’s posi-

tion. Moreover, an important result (not shown in Fig. 5) lies in

the decrease in the effects of ill-conditioning as the number of

views increases. This phenomenon can be easily explained by

the fact that the multiview algorithm developed includes a space

data averaging that has per se a regularizing effect.

Another aspect evaluated via the simulations is the effect of

noise. A monoview reconstruction was compared with the co rre-

sponding 16-view one. The scatterer was located in the tenth

cell, according to the numbering in Fig. 2; the dielectric permit-

tivity was e, = 3 – jO. Gaussian noise was added to the mea-

sures, and for each S/N ratio, 50 reconstruction tests were

performed. The parameter that expressed the robustness of the

imaging process versus noise (for each S/N ratio) was the

following confidence interval:

(15)
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Re {E, } = 2.30

CONTRJ = 1.88
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Re~r}= 2.26
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(b) (c)

Fig. 5. Results of a four-view reconstruction: values of the real parts of
the dielectric permittivity and of the quantities CONTRJ and CONTRC,
for four different positions of the scatterer. The filled circle in each
investigation domain represents the cylindrical scatterer, and the crosses
outside each domain mark the locations of the measurement points. The
original value of the dielectric permittivity was ~, = 3 – jO.

(d) (e)

Fig. 7. Photographs of the result: (a) scatterer position; (b) reconstruc-
tion based on unnoisy measures for a monoview process; (c) reconstruc-
tion for S/N = 30 dB for a mmoview process; (d) reconstruction based
on unnoisy measures for a 32-view process; (e) reconstruction for S/N=
30 dB for a 32-view process.
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which is the absolute value of the difference between the best

and worst values obtained by the 50 tests and normalized to the

mean value. As shown by the histogram in Fig. 6, a, multiview

process allows one to operate, in any case, using ZC values that

yield, for each single reconstruction, a constancy of results and a

reliability that are definitely higher than those obtainable by a

monoview process. Especially for low S/N values, the results

yielded by the latter process strongly differ for each reconstruc-

tion. Instead, the steady results achieved by a multiview process

facilitate the control of ill-conditioning.

Finally, the photographs in Fig. 7 represent, in a pictorial way,

the results obtained in a monoview case and in a multiview one

(32 equidistant views), for a scatterer with ●,= 5 – jO. In addi-

tion, the photographs also show the capability of the approach

for using undersized pseudoinverses, which require limited com-

~“. mutational resources. This capability was proved by considering

20 30 40 50 a’”

Fig. 6. Histogram showing the values of the parameter IC for different
S/N ratios. White towers refer to monoview processes, and black ones
to 16-view processes.

a small number of measurement points and a thick discretiza-

tion of the investigation dc,main. A domain measuring AO X A ~,

as in the previous simulations, was subdivided into 144 cells

(nine of which were occup~ed by the scatterer), while the same
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number of measurement points was used as in the previous

simulations (i.e., 16).

Moreover, a comparison between monoview and multiview

results highlights the ability of a multiview algorithm to exactly

shape a scatterer, whereas in the monoview case, a scatterer’s

shape may notably vary markedly, depending on the cell size

and the position of the scatterer within the cell grid.

As a final remark, we point out that the proposed multiview

algorithm is less

monoview one.

sensitive to noise than the corresponding

IV. CONCLUSIONS

A multiview microwave imaging process for a 2-D infinite

cylinder has been developed, and its capabilities have been

assessed and compared with those of a monoview algorithm.

Results have demonstrated both the feasibility of reconstructing

strong scatterers through a dielectric-reconstruction process and

the possibility of forming the images ofweakscatterers by using

the values of the equivalent currents only.

A study of noisy processes has demonstrated the robustness of

the multiview approach. Finally, the method has pointed out the

dependence of the reconstruction process on many factors. In

particular, the geometrical properties of the objects considered,

their locations inside the region examined, andthe positions of

the measurement points are all important parameters to be

taken into account in the reconstruction process. Also, in terms

of these parameters, the multiview algorithmic less critical than

the monoview one. The paper has dealt with simple cases; in the

future, our work will be aimed at the imaging of more complex

objects.
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